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# ABSTRACT

The popularity of smartwatches is on the rise due to their convenience and the various functions they offer. However, due to the limited screen size of smartwatch’s screen, there are fewer touch gestures available for smartwatches than for smartphones. For example, using the punching gesture to zoom in and out is difficult on a smartwatch touchscreen. Moreover, scrolling up and down on the screen can result in the user’s finger blocking the screen. In this paper, we propose a new interactive technique for smartwatches called TouchBand. It is a touch-sensitive wristband that functions as an input tool for smartwatch’s scrolling and zooming tasks. This input method will provide a bigger interaction surface and less screen occlusion. To illustrate the potential of this approach, we investigated whether the touch-sensitive band would allow for faster and more accurate scrolling and zooming on the smartwatch. In this paper, we describe the overall architecture of our system and present the application and apparatus that we used for testing our hypothesis. In a controlled study with 12 participants, we found that TouchBand [insert results here].
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# Introduction

Smartwatches have been gaining popularity over past few years because they support most smartphone functions and are easy to wear and fashionable. It is anticipated that in the near future all smartphone functions will also be on smartwatches, including calling. Because of this worldwide game-changer, many companies are entering the race of manufacturing more advanced smartwatches. However, smartwatches are not without constraints. Because the main input methods for traditional smartwatches on the market are display touch screens and physical buttons, it is difficult to carry out complex tasks on smartwatches due to the limited number of physical buttons and the inadequate size of the touch surface. The small screen can be partially or completely blocked by the user's finger when they interact with the device [10]. Furthermore, zooming in and zooming out on the screen can be inaccurate due to the size of the user's finger in relation to the size of the touchscreen. Our research aims to enhance users’ experience with smartwatches and increase efficiency and accuracy of scrolling and zooming through extending the touch surface to the wristband.

This study involves placing capacitive touch sensors on the smartwatch wristband and using these sensors to recognize scrolling and zooming gestures. To scroll up and down, a user can move their finger along the long edge of the band. For long scrolls, a user can do multiple strokes, as they would on a normal touchscreen. In this study, we did not make the wristband identify horizontal scrolls because while the touch interaction space is bigger vertically (i.e. along the wristband), usually it is not bigger horizontally, since a lot of wristbands are more narrow than the touchscreen. To zoom on the wristband, a user places one finger on the back of the wristband. To zoom in, the user can scroll down, and to zoom out, the user scrolls up. Our research question is: Is using the whole smartwatch wristband as touch input, including the back of the band, more convenient to users and will it make selection and zooming function faster and more accurate compared to the conventional touchscreen interaction?

We hypothesize that our input method can deliver faster zooming and scrolling speed (for lists) compared to conventional input method for smartwatches (i.e. display touchscreen) because in our design the finger is moving along a bigger interaction area. Moreover, moving the touch interaction off the screen will allow the user to not block the display screen while interacting with the device.

## Relevant Work

While no other input methods beyond smartwatch touchscreens and physical buttons have been implemented commercially, there are several studies that researched the possibility of extending the interaction surfaces beyond these two methods (such as using an air-magnet-pen or hand gestures). There are a few studies that used the wristband as an input method, but they either focused on developing the strap only for text entry or the wristband was only sensitive on the edges where the wristband touches the watch. We are studying the possibility of making the entire wristband sensitive so we can use the whole wristband as an input surface for scrolling and zooming. This will give the user the potential to perform more complex tasks with higher accuracy.

### External physical input tools

By using a magnetically driven input technique, Abracadabra [4] and Nenya [2] provided an unpowered wireless method for its users to interact with small mobile devices. It made use of magnetic sensing to expand the input area above the device and detect the finger’s movement along a one-dimensional polar and a 2D positional plane. However, this technique required the user to wear a magnet on the tip of their finger in Abracadabra and a ring on their finger in Nenya which is an additional component the user must manage. Moreover, Nenya was only able to interpret a set of eight commands.

### Built-in input methods

Perrault et al. [8] presented WatchIt, which uses watch’s wristband as interaction surface for eye-free command selection and execution. The prototype has two resistive sensors on each side of the band. This device uses two simple gestures for interaction: a pointing gesture for selecting an item in a list and sliding gesture consisting of sliding the fingertip along a half-band. Though a user study showed that the prototype was useful in silencing a vibrating ringer in meetings, WatchIt only supports interaction with one finger per band side.

Lyons et al. [7] presented Facet, a multi-display wrist-worn system consisting of independent touch-sensitive segments joined into a bracelet. Two common forms of interaction used on the multi-segment touchscreen were pinch and rotate. Using each segment’s accelerometer and magnetometer, they extracted the orientation like pitch, roll, and yaw for each screen with respect to a common coordinate system. Since they did not conduct a user study, there was no proof of the device’s effectiveness.

Ahn et al. [1] explored pressure-sensitive multi-touch interactions with a smartwatch wristband. Their device had pressure-sensitive touch sensors on the wristband on either side of the smartwatch screen (but not the back). The sensors could detect tapping and flicking motions, as well as pressure input on part of the band that could be used as directional input. The device could also interpret flicking up and down motions as commands for copying and pasting. They demonstrated that this kind of device could be useful for many different tasks, although they did not conduct a user study to test the effectiveness of this device.

Funk et al. [3] experimented with two text entry methods on a touch-sensitive smartwatch wristband: sliding and multi-tapping. Both text entry layouts were a vertical arrangement of letters positioned to the sides of the watch display (again, nothing on the back of the wristband). The first had a narrow key for each character, and the user could slide their finger until the correct character was selected. The second had 3 letters per key, which were selected by multi-tap. They concluded that the multi-tap layout was faster in terms of words per minute, and was also preferred by the study participants. However, this devices only supports text entry and no other task can be done with it.

### Skin as input tool

Knibbe et al. [6] proposed the use of hand gestures on the back of the smartwatch wearer’s hand as an input method. The proposed device supports a range of bimanual gestures that translate into commands for the smartwatch. The prototype built for this experiment had infrared proximity sensors on the sides of the watch and wristband. These sensors were used to identify different dynamic gestures from the watch hand, and to recognize bimanual gestures that were made by the other hand on the back of the watch hand. There were also piezoelectric sensors positioned underneath the watch to detect taps when the watch hand moved, and if there were actions at the back of the watch hand by the other hand. However, no user study was conducted to evaluate the prototype.

iSkin [11] is a skin-worn sensor touch input interface that can be used with smartwatches. Made of biocompatible materials, the prototype is thin, flexible and stretchable. It integrates capacitive and resistive touch sensing to detect touch input with two levels of pressure to account for stretching and bending. Furthermore, iSkin supports single or multiple touch areas of custom shape and arrangement, as well as more complex widgets, such as sliders and click wheels. The issue with this input tool is that when it stretches and deforms, the sensors resistance changes and it gets affected by fast and strong body movements.

Skinput [5] is a wristband which can identify the location of finger taps on the arm and hand. It analyzes mechanical vibrations that propagate through the body using an array of bio-acoustic sensors attached on a wristband. However, the settings for the acoustic sensors have to be changed based on the user’s sex, age and body mass index (BMI) because acoustic devices are affected by the wearer’s body composition.

Tomo [13] is a band worn around the wrist or the arm and it can identify the interior impedance geometry of the wearer’s arm by measuring the cross-sectional impedances between all pairs of eight electrodes resting on the user’s skin. The system can monitor and classify gestures in real-time. A user study concluded that Tomo could successfully identify hand and finger gestures with accuracy between 81% and 97%. However, like most other bio-sensing systems, results degrade when the system is re-worn at a later time, or worn by other users.

Rekimoto’s GestureWrist [9] is similar to the Tomo project. It uses higher-power capacitive and acceleration sensors to detect arm-shape changed based on. The work was at an early stage when the paper was published and no further development was recorded.

# Methodology

## Apparatus

For the sensitive wristband we are fabricating, we used analog capacitive sensors made of copper sheets attached to one side of the smartwatch wristband, with the signals processed by an Arduino board. The Arduino sends the touch signals wirelessly to a web server, which forwards the information to an app on the smartwatch. The smartwatch we used for this study is a Sony Smartwatch 3 running Android OS 6.1 and the screen size is 4”X4”.

## Participants [to be updated]

We recruited 12 volunteers as participants. There were 6 males and 6 females in the age range of 20 to 30. The participants were a mixture of graduate and undergraduate students and were our colleagues at the university. While all participants were experts in using smartphones and laptops, around 40% [TODO: update] of them had previous experience with smartwatches while the rest had not used a smartwatch extensively before.

## Experimental Design

This experiment had two independent variables: input method and task. The input method factor had two levels: the smartwatch display touchscreen and the touch-sensitive wristband. The task factor had two levels: scrolling and zooming. The two dependent variables were speed and accuracy. In every trial, a participant used one of the input methods (touchscreen or wristband) and attempted to complete one of the tasks (scrolling or zooming). We measured the speed and accuracy for each trial.

The experiment had a within-subjects design, i.e. all participants completed all levels in all factors. This design made the process much more streamlined and less resource heavy, since we had a limited number of participants and we wanted to collect as much data as possible for all factors and all levels. Moreover, by trying all input methods and tasks, participants could compare the input methods and express their preference, which is as important to this experiment as the participants’ performance with each input method. Finally, a within-subjects design allowed us to reduce the amount of error arising from natural variance between individuals.

The participants did the 4 trials in different orders to offset order effects (i.e. counterbalancing).

## Tasks and procedures

Each experiment lasted around 30 minutes per participant and was divided into four steps.

### Step 1: Introduction

We introduced to the participant verbally to the experiment and how it would be conducted. Afterwards, we gave them written instructions about what would happen in the experiment, the different stages, and all the tasks they will be required to do at each stage. Every participant was also asked to answer a small questionnaire about themselves and their experience with smartwatches.

### Step 2: Training

Each participant was trained on how to use our touch-wristband prototype (and the smartwatch display touchscreen if they did not know already). We allowed each user to practice using the wristband before the actual tasks began.

### Step 3: Trials

Each participant completed four trials. We used the same smartwatch and touch-sensitive wristband for all trials and all participants. Trials 1 & 2 and trials 3 & 4 were paired up in terms of input method used. Depending on which trial it was, the participant strictly used that input method. We observed the participants closely to make sure they did not use the other input method [did you disconnect the Arduino when it was touchscreen trials?].

We built an app that participants used on the smartwatch to test the different input methods and tasks. Once the app was running, there was only one option: new session. Each session had two tasks: scrolling and zooming so the testing of an input device for two tasks is done in one session. Hence, each new session in the app covered two consecutive trials: trials 1 & 2 is a session and trials 3 & 4 is another session. Diagram 1 summarizes how the testing app works. When a participant had the smartwatch on them, we ran the app and clicked ‘new session’ which generated an ID. All data collected from this session was saved under this ID. Afterwards, the screen went to the main menu which had three options: scrolling, zooming, and finish. We selected the task that should be done in this trial.

If scrolling task was selected, the participant saw a screen asking them to select a particular item. Once the participant was ready, they clicked start. A long list of items appeared and the participant had to navigate up and down to find the desired item and tap on the wristband. The app placed the desired item randomly in the second half of the list. The first visible item on the list was highlighted (which meant it could be selected) and as the user scrolled up and down the highlighting moved to the different items on the list. If the participant tapped on the wristband on the wrong item, the app recorded it as wrong attempt (and we counted how many times they clicked on wrong items before selecting the right one for accuracy analysis later) but the screen did not change until the participant selected the right item. The app recorded the time from when the participant pressed the start button until they clicked the desired item. Once the right item was selected, the app went back to the scrolling start screen asking to click on a different item. Each participant had to do 5 rounds. Once the participant finished the required number of rounds, the screen went back to the main menu and we selected the next task or the finish option if this was the second task.

For the zooming task, the screen had a square picture of a smiley face and the participant had to zoom-in and zoom-out until the picture filled the screen. Once the participant zoomed enough, they tap on the wristband and it took them back to the zooming menu. This was repeated 5 times. For each round, we calculated the time from when the participant pressed the Start button until they tapped on the screen or the wristband. We calculated the ratio of the re-sized image to the expected image size (the size of the screen) and recorded this as the accuracy metric. Once all rounds were done, the screen went back to the main menu.

When a participant finished the two tasks, we clicked on the ‘Finish’ button and the screen showed the ID of the session and we kept record of this ID in association with the participant for data analysis. There was a 2-minute break time until the next session, if there was one, which covered the two trials of the other input method.

### Step 4: Survey

Once a participant finished all four trials, they were asked to fill out a one-page survey regarding their experience with the two input methods. Questions include usage preference, adapting to the input method, and fatigue for both input methods for each task.

## Measures

We measured two variables:

1. Speed: for both tasks, speed is the time from when a participant pressed the Start button until they finished the round.

2. Accuracy:

For the scrolling task: the percentage of selection taps that were made on the correct item (1 / the number of times a participant clicked on any item in the list per round)

For the zooming task: the ratio of the re-sized image to the screen size (the absolute value of the difference in size / the expected size)

The above measures were crucial for determining whether our proposed input method was more suitable for scrolling through lists and zooming on smartwatches than the conventional one. By recording the time a user took to select an item on the screen or to navigate a list, we could compare the performance of both input methods. Moreover, we calculated the accuracy associated with each input method to assess the reliability of the input tool.

The survey at the end of the experiment was important to identify user experience with the different input methods. Even if the data from one input method showed significant superiority over the other input method, users’ personal experience with the device could show fatigue or hardship in learning or using a certain input method.

## Data collection

For each trial, we measured speed and accuracy. Our app had built-in code to time stamp whenever new screen showed up and calculated the time from the start of the task until a participant finished a round. The app automatically measured the time and accuracy for each task and recorded it in a table.

To collect data about user experience with the different input methods, we personally observed each participant while they did the tasks and wrote notes about how they interacted with the input tools. Moreover, each participant filled out a questionnaire before the experiment indicating their skills with smartwatches and completed a paper survey at the end of their experiment to demonstrate their experience with the two input methods for the different tasks.

# results

[to be added]

# Disucssion

[to be added]

The main issue with the prototype seemed to be the low quality of the sensor, which was made from thin sheets of copper, and the delay in sending the touch information over the network. With better hardware and a direct connection to the watch, the gestures could be interpreted much quicker, resulting in a better user experience.

# future work

As a platform with unique affordances, there is an opportunity to develop additional interaction techniques. For example, a “slide up” finger movement could summon a menu that is hidden at the bottom of a segment, and a “slide down” gesture could hide the menu. A touch-sensitive wristband could also be useful for eyes-free interactions. For example, a user could tap on wristband to ‘snooze’ an event reminder, or to reject or silence a phone call.

Our current prototype only considers interaction with one finger on one side of the band. Adding sensors on both sides of the band can make interaction more intuitive. For example, for zooming a user could place two fingers on the back of the wristband. To zoom in, the two fingers move into opposite directions away from the bottom of the band and towards the screen. To zoom out, the two fingers move towards each other and towards the bottom of wristband. Moreover, the prototype could be programmed to understand the movement of two fingers on one band side (upper or lower). Allowing for pseudo-multitouch interaction would allow for a richer interaction with the smartwatch. Furthermore, the touch sensor could be used in conjunction with the smartwatch screen to make a full 360 interact surface. For example for zooming, a user could use two fingers to pinch (in or out) on the screen and extend to the wristband or vice versa.

Currently, the connection wires for the touch sensor are arrayed on the wristband edge side by side then linked to the Arduino. The connections are made of the same copper sheet as the sensor area and once touched they send signals as if their corresponding sensors are touched. This can affect the input because a user may mistakenly touch these connections when they move their finger along the band. For future development, we could cover this portion completely in order to prevent corrupting the input because of faulty signals.

# conclusion

Using only the display touchscreen as input for smartwatches limits the amount of interaction with the device and can be easily blocked by a user’s finger. We proposed making the entire smartwatch wristband touch sensitive, including the back, to define interactions that can provide alternate methods of scrolling and zooming. While previous works have attempted to solve similar issues, we believe that our approach addresses some of the pitfalls associated with previous works. By providing a touch interface at the back of wristbands, we expect that we will be able to define an input technique that does not occlude the screen while still providing an intuitive, integrated, and accurate method of navigating smartwatch interfaces. [to be updated with results]
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